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ABSTRACT

We present here our reflections on the scientific work of the late Troy D. Zars (1967–2018), on what it was like to work with him, and what it means to us. A common theme running through his work is that memory systems are not for replaying the past. Rather, they are forward-looking systems, providing whatever guidance past experience has to offer for anticipating the outcome of future actions. And in situations where no such guidance is available trying things out is the best option. Working with Troy was inspiring precisely because of the optimism inherent in this concept and that he himself embodied. Our reflections highlight what this means to us as his former mentors, colleagues, and mentees, respectively, and what it might mean for the future of neurogenetics.
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Memory mapping – Troy’s impact

By Reinhard Wolf and Martin Heisenberg

Drosophila neurogenetics was announced in 1967 by Seymour Benzer (Benzer, 1967). In the same year Troy was born. Neurogenetics in its first 25 years unfolded as its own research field, distinct from for example neurology, neuroethology or developmental neurobiology. With genetics one looks at brain and behavior in the evolutionary perspective. Living creatures, while highly autonomous, need to interact with the world. Animals have their behavior for these interactions. Neurogenetics offers the dissection of brain and behavior. Behavior can be good or bad, beneficial or harmful for the animal, depending upon circumstance. Moreover, the study of behavior extends to the investigation of mental functions (Heisenberg, 2018). One may, for instance, categorize attention, motivation or learning as ‘mental’, because these are indirect modes of behavioral organization, the behavior in question may never be executed. The brain is the organ that throughout life organizes this ensemble of behavioral and meta-behavioral modules.

Studying biology Troy realized that understanding how brains generate behavior and mind is one of the outstanding challenges of the life sciences. Drosophila flies with their advanced genetic record offer an abundance of approaches in this field. Troy wanted to study brain and behavior. He applied for a Humboldt Fellowship to come to Germany and join our laboratory from 1997 to 2002.

Troy got interested specifically in learning and memory. This branch of Drosophila neurogenetics had started only in 1974 (Quinn, Harris, & Benzer, 1974) while in the 1960s it had not even been clear yet whether flies could learn at all. When Troy entered the field, several learning paradigms had been established and about half a dozen mutants with learning defects had been discovered and partially characterized.

Troy was not satisfied with the plain mutant approach, however. In a mutant with a defect in memory the corresponding protein would be altered or missing. If in the wild type the protein would be histologically local, this would limit the potential locations of the learning circuit or memory trace to some of the places where the protein is found. However, the protein could also serve other memory traces or entirely different unknown functions throughout the brain. Troy wanted to understand which was the case.

For his first project with us he designed a new localization strategy, the two-component rescue system. He chose the gene rutabaga (rut), coding for an adenylate cyclase required in most learning/memory paradigms, including classical (Pavlovian) odor learning and operant place learning. The gene rut is widely expressed in the nervous system. In the loss-of-function mutant rut, flies are severely impaired in learning/memory. Using tissue- and cell-specific promoter elements Troy targeted the wild type cDNA of rut+. 
to certain neurons or groups of neurons in the mutant and tested the memory performance of these flies. He found different rescue locations in different learning tasks. For classical odor avoidance learning he localized the rut-dependent associative short-term memory trace in Kenyon cells of the mushroom bodies (MBs), and indeed to a certain domain of the MB gamma-lobes (Zars, Fischer, Schulz, & Heisenberg, 2000). In operant place learning, the rut cDNA was required for rescue of the memory trace in the dorsal ganglion, antennal lobes, and/or median bundle, but not in the mushroom bodies (Zars, Wolf, Davis, & Heisenberg, 2000). These two learning tasks are both associative but otherwise differ profoundly from each other. In operant place learning, the fly learns about the consequences of its walking actions at certain places in the heat box. In classical odor learning, it notices and stores relations in the world independent of its own behavior and of places.

After Troy’s return to the USA, a close transatlantic collaboration developed between Germany and Columbia, Missouri, where Troy established his laboratory. Soon the two-component rescue approach with the rut gene was applied to visual learning, too (Liu et al., 2006). Flies were studied in stationary flight in the flight simulator. In this apparatus, a single fly was attached to a torque meter in the center of a vertical drum (panorama). The fly’s yaw torque drove the horizontal rotations of the drum. The panorama presented four visual landmarks in the centers of its four quadrants. The landmarks differed in one particular visual feature. In one experiment this was the height in the panorama, in the other the inclination of the contours. Orientation of the fly towards one pattern type led to dangerous heating, while orientation towards the other one was safe. Wild type flies quickly learned to avoid being heated. Troy’s two-component rescue approach revealed the memory traces for both features to be located in the fan-shaped body (FB) of the central complex. The rut-dependent memory trace for ‘contour inclination’ resided in layer 1, and that for ‘height’ in layer 5 of the FB (Liu et al., 2006). This type of visual learning is classical. The fly associates heat with certain orientations of the panorama marked by certain features of the landmarks. Also operant learning/memory can be tested in the flight simulator. In this experiment the fly is surrounded by a panorama without landmarks or texture. The fly’s yaw torque is coupled to heat, in that torque to one side (e.g. clockwise) switches heat on, and torque to the other side (counterclockwise) switches it off. The fly quickly learns that its own actions are switching on the heat and suppresses yaw torque to the side that would raise the temperature. It keeps this behavioral restriction for a while, even after heat is switched off for good (test). The fly learns about the consequences of its yaw torque maneuvers. One would be eager to localize the memory traces for this operant behavior and to compare it to that of operant place memory in the heat box. This would be of particular interest, as the rut gene function seems not to be involved in operant learning in the flight simulator (Brembs, 2009).

To study classical conditioning in the flight simulator without visual landmarks, one can add colors to this type of conditioning, one at high temperature and a different one at normal temperature. If one now switches off the heat for the memory test, the fly keeps the color preference it had acquired during training. To probe whether this is indeed based on classical learning, one can switch off both, heat and colors during the test. Now the fly shows no yaw torque suppression for the turning direction, which during conditioning had also been correlated with heating. This means that the fly had not even acquired an operant memory, which it now could use. Classical color learning in this case had made operant yaw torque learning dispensable (Brembs, 2009). Again, it would be most interesting to localize the memory trace for color avoidance in this experiment.

A further collaboration addressed extinction of classical odor memory. As described above, the rut gene had been used to localize the memory trace of aversive odor learning to Kenyon cells in a certain region of the gamma-lobes. In the new study, the fly was first aversively conditioned for a certain odor and subsequently exposed to the same odor without reinforcement to gradually extinguish the memory. During the extinction phase, the chemical output synapses of the Kenyon cells were blocked. Whatever happened to the memory trace thus had to happen intracellularly in the Kenyon cells. Indeed, when the output was restored the performance of the fly showed that the odor stimulus without reinforcement had reduced the memory trace. Kenyon cell output had not been necessary during this phase (Schweizer, Heisenberg, & Zars, 2002) (for exciting new findings on extinction, see Felsenberg et al., 2018).

Early in the era of fly behavioral research the field was dominated by the stimulus-response (S-R) relationship. Phototaxis, chemotaxis, anemotaxis, negative geotaxis, etc., were all considered ‘hard-wired’ responses to naturally occurring stimuli. Troy asked how firmly ingrained these responses really were. Would operant place learning over-ride an innate behavior? Indeed, phototactic and anemotactic responses in the heat box were entirely suppressed by operant place learning/memory. Regarding negative geotaxis, a moderate inclination of the chamber did not lead to a measurable preference for the elevated side. To the contrary, operant place learning/memory was positively enhanced (Baggett et al., 2018).

Troy discovered that Drosophila has two types of thermosensors with different functions, one on the antennae for quick orientation in low-temperature gradients, and another for higher temperatures somewhere else in the body. The latter ones typically mediate the reinforcing stimulus in operant place learning in the heat box (Zars, 2001). This study revealed an interesting behavioral property of place learning. Exposure to high temperature (41 °C) for 1 min sensitizes the fly to take a subsequent mild heat pulse as reinforcing and to build a memory in place learning. Without sensitization, this mild heat pulse (30 °C) would be largely ineffective as reinforcement (Sitaraman, Zars, & Zars, 2007). To cause the sensitization, the 41 °C heat exposure has to be unexpected and out of control of the fly, as in learned helplessness (Sitaraman & Zars, 2010). The heat pre-exposure in operant place learning has a further behavioral effect that it shares with learned helplessness: it increases escape latencies.
Troy and his group also studied the role of biogenic amines. They found that serotonin, but neither dopamine nor octopamine, are necessary for operant place memory (for an interesting new aspect to this story see Mishra et al., this issue). Using the meanwhile advanced genetic tool kit, they were able to replace the reinforcement via heat by the direct stimulation of the roughly 80 serotonergic neurons in the brain to generate operant place memory in the heat box. They even elicited an increase in escape latencies by stimulating subsets of these neurons during the pre-exposure phase (Sitaraman et al., 2008; Sitaraman, Kramer, Kahsai, Ostrowski, & Zars, 2017).

This review of Troy’s scientific achievements does not intend to be complete. Instead, it tries to show how productive Troy’s approach to neurogenetics was, with the two-component rescue system for memory mapping and the two learning paradigms he chose (Zars, Fischer, et al., 2000; Zars, Wolf, et al., 2000).

If the main task of the brain is to organize behavior, the first step in neurogenetics should be to choose a behavior and to ask how it can be evolutionarily successful. In the second step one may want to apply genetics, physiology, anatomy, histology, and circuit analysis to understand how the brain does it. As stated in the opening paragraph, behavior should have beneficial consequences for the actor. This is a difficult demand, given that the brain has to deal with the future and the future is open. The world and the actor are undergoing continuous change, gradual and stochastic. With his choice of learning/memory and the 25 years he was given, Troy pioneered a branch of neurogenetics centrally significant for our understanding of brain, behavior and mind.

Reinhard Wolf and Martin Heisenberg. Rudolf-Virchow-Zentrum für Experimentelle Biomedizin, Universität Würzburg, Germany. reinhard.wolf@virchow.uni-wuerzburg.de and heisenberg@biozentrum.uni-wuerzburg.de

How flies contribute to understanding the evolution of language, or: how Troy Zars anticipated FoxP function

By Björn Brembs

Verbal behavior

“Sshh, don’t tell anybody” Professor Troy Zars shushed me: “I have them!”. He was of course referring to fly stocks mutant for the CG16899 gene, now known as FoxP (forkhead box P). While this after-hours discussion took place in 2007 at the International Congress of Neuroethology in Vancouver, Canada, the origin of the ensuing collaboration can be traced back to a 1957 book entitled “Verbal Behavior” (Skinner, 1957). In this tome, B.F. Skinner proposed that language might be acquired through an operant learning process: the first more or less random utterances (babbling) of infants are rewarded by their parents and correct utterances more so than incorrect ones. Moreover, just as imitating any movement, the ability to correctly imitate the words of others might be inherently rewarding. Eventually, the infants learn to correctly speak the words and sentences required to communicate their needs and affections.

Chomsky’s critique

Two years after “Verbal Behavior”, 29-year-old Noam Chomsky published a scathing critique of the book (Chomsky, 1959), shaking the standing of the towering behaviorist. The 23-page review is today widely considered as one of the starting points for the demise of behaviorism as the dominant school of thought in psychology and as one of the origins of the so-called “cognitive revolution” (Adelman, 2007; Bialystock, 1997; Harnish, 2002; Leehy, 1987; Palmer, 2006; Smith, 1999; Virués-Ortega, 2006; Watrin & Darwich, 2012). Among the numerous points of criticism in Chomsky’s article is one that has received relatively little attention: Chomsky dismissed the idea of operant experiments conceptually paralleling language acquisition as “mere homonyms, with at most a vague similarity of meaning” (Chomsky, 1959). In other words, Chomsky very correctly pointed out that Skinner had never done any actual experiments on language acquisition, but had, instead, worked mainly on pigeons and sometimes rats which had to press levers and other manipulanda in one of his eponymous experimental chambers. With the astuteness, intellectual sharpness and polemic for which he has become famous, Chomsky chided Skinner for asserting that the same learning processes must be taking place in vocal learning as in lever pressing, without providing any evidence for this claim, other than conceptual similarity.

While Chomsky wrote that he would have expected psychological or anthropological evidence in support of Skinner’s claims, psychological evidence was not available and obvious ethical considerations preclude experiments of the type Skinner commonly conducted on animals with infants (even though Skinner always promoted the use of his concepts in education). It was not until decades later that anthropological evidence started to become available, challenging Chomsky’s later counter-proposal of inborn, universal grammar (Everett, 2005; Ibbotson & Tomasello, 2016; Reich, 2012). Biological evidence, while not specifically mentioned in the main part of Chomsky’s book review is indirectly referenced by examples of imprinting and other forms of critical-period-based learning in animals. Chomsky realizes and carefully emphasizes that much of the required evidence is not available to anybody at the time: “there is little point in speculating about the process of acquisition without much better understanding of what is acquired.” Besides the many other hard-hitting criticisms in Chomsky’s review, this one must have been particularly stinging for Skinner, as he was keenly aware of the lack of understanding of what even the animals in his experiments were actually learning and how.

Multiple processes

There are many different learning processes taking place during operant learning in Skinner boxes and it was, at the
time, not possible to distinguish between these processes. What did the animal learn about the lever and what about the pressing behavior? Clearly, the animal’s behavior changes over time and with various schedules of reinforcement, so on top of parallel processes there seemed to be sequential processes involved as well. It was completely open how separated or similar these processes were or how/if they interacted with each other.

These multiple processes were at the center of a debate between Skinner and a scholar of Pavlov’s, Jerzy Konorski over several back-and-forth articles already in the late 1930s (Konorski & Miller, 1937a; Konorski & Miller, 1937b; Skinner, 1935, 1937). One core aspect around which much of the discussion revolved was the role of the lever as a stimulus. It was clear to both sides that the depressed lever may signal food to the animals (and the non-depressed lever no food) just as the ringing bell signaled food to Pavlov’s dogs. Would this perspective be sufficient to subsume Skinner’s experiments as merely a special form of Pavlovian learning? Skinner was not convinced and lamented that “the lever cannot be removed” in order to study his type of learning in the absence of such a stimulus.

In the subsequent decades, scholars designed countless experiments to solve the question of how similar or different these two types of learning really are (e.g. Balleine, 1994; Brems & Heisenberg, 2000; Donahoe, Burgos, & Palmer, 1993; Donahoe, Palmer, & Burgos, 1997; Gormezano & Tait, 1976; Guthrie, 1952; Hebb, 1956; Hellige & Grant, 1974; Hoffmann, 1993; Rescorla, 1994; Sheffield, 1965; Trapold, Lawton, Dick, & Gross, 1968; Trapold & Overmier, 1972; Trapold & Winokur, 1967). However, no clear answer could be found. Towards the end of the 1960s/early 1970s the community seemed to have settled on the rather unsatisfying position that it is experimentally impossible to separate the different processes and that such multiple, parallel learning mechanisms apparently always occur together in an intertwined fashion, essentially leaving the issues debated in the 1930s addressed but unanswered - even long after Skinner’s “Verbal Behavior” and Chomsky’s demand for evidence.

New experiments

However, as so often in biology, a question that cannot be answered using one species can be answered by adapting the experiments to different species. In the 1990s, decades after the psychologists had abandoned the study of the confounding processes in operant learning, two preparations were developed independently of each other, one in Drosophila (Wolf & Heisenberg, 1991) and one in the marine snail Aplysia (Nargeot et al., 1999a; Nargeot et al., 1999b), that accomplished what Skinner had dreamed of: it was now possible to study the purely operant processes that take place in the absence of predicting stimuli such as the lever of a Skinner box. The common concept of both preparations was to provide operant feedback on behavior that occurred independently of any other stimuli or manipulanda. In flies, the behavior was turning behavior in tethered individuals (yaw torque, Wolf & Heisenberg, 1991) and in Aplysia the behavior was biting behavior (Brems, Lorenzetti, Reyes, Baxter, & Byrne, 2002; Mozzachiodi, Baxter, & Byrne, 2013; Nargeot et al., 1999a; Nargeot et al., 1999b). Flies received feedback in the form of a punishing heatbeam and Aplysia received virtual food reward: stimulation of the esophageal nerve that would otherwise signal the presence of food in the buccal cavity. These types of feedback are not directional in any way or require consumption, respectively, eliminating any potential stimuli beyond the actual feedback itself.

Early experiments quickly showed that different biochemical processes were involved than those commonly found in Pavlovian and other learning tasks. In particular, protein kinase C (PKC) was found to be involved in this process, while manipulating the known biochemical pathways underlying synaptic plasticity in Pavlovian preparations had subtle, if any, effects (Brems & Plendl, 2008; Mozzachiodi et al., 2013).

Language gene

Almost at the same time, a pair of discoveries was about to accelerate putting important pieces of the decades-old puzzle together. First, in 2001, a gene was discovered to underlie a particular form of human disorder, verbal dyspraxia, characterized by difficulties to articulate speech properly. While at first some thought that the gene, FOXP2, was involved in communication (a "language gene"), a ‘motor hypothesis’ was also discussed at the same time, proposing that FOXP2 was, instead, an important gene for learning the fine motor control of orofacial movements required to produce speech and language (Balter, 2001; Dominguez & Rakic, 2009; Watkins, Dronkers, & Vargha-Khadem, 2002). Next, a few years after the discovery of human FOXP2, Constance Scharff presented work from her lab that knocking down FOXP2 in juvenile zebra finches interfered with their song learning (Haesler et al., 2007). This particular form of learning had been described as a form of operant learning before, using the same arguments by analogy that Skinner had used to describe language acquisition in humans (Marler, 1991). First, juvenile male birds generate highly variable subsong, the equivalent of human babbling. Just like a human infant would attempt to match words they had heard before, the male songbirds compare their song to a song template they acquired when listening to adult male song. By using the auditory feedback to minimize the mismatch between template and actually produced vocalizations, both birds and humans are thought to slowly arrive at either crystallized song (birds) or speech (humans). Just as the experiments in invertebrates, also vocal learning took place in the absence of any other associated stimuli or manipulanda. Perhaps the two invertebrate learning processes, conceptually analogous to vocal learning, were also biologically related, homologous?

There was the opportunity to test Skinner’s hypothesis: a gene both specific for speech in humans and important for song learning – and song learning had been shown previously to also involve PKC (Sakaguchi & Yamaguchi, 1997; Yoshida, Yamada, & Sakaguchi, 2003)! Maybe FoxP manipulations would lead to homologous defects in
vertebrates and invertebrates? Was this going to be the kind of evidence Chomsky had demanded Skinner to provide or wait for?

**Testing Skinner**

Troy and I had overlapped in Martin Heisenberg’s laboratory during the mid-late 1990s, where we both had worked on different operant learning paradigms. At the 2007 ICN in Vancouver we met and I presented the idea to test Skinner’s hypothesis from 1957 in flies, if only there was a way to find out if flies even had a FoxP gene? This was when he (jokingly, of course, Troy was never a peddler of secrecy) shushed me and disclosed that he was already studying several fly strains with insertion mutations in a gene that was homologous to the vertebrate FOXP2 gene. He had already anticipated the potential role FoxP may be playing for our understanding of operant learning processes and had begun to unravel the molecular function of FoxP in Drosophila even before the gene was properly annotated. I was thoroughly impressed.

He sent me his mutant and control flies and we quickly found out that this FoxP allele was specifically involved in the particular form of ‘pure’ operant learning that was conceptually analogous to language learning, but not in other forms of operant or Pavlovian learning. Immediately thereafter, we replicated these mutant-based findings with an RNAi construct targeting the last exon, where the most specific mutant had its insertion (Mendoza et al., 2014). These results corroborated both the motor hypothesis of FOX2 function and Skinner’s 1957 conjecture that language acquisition indeed contained an operant process, at least for the speech component of language. The results suggested a kind of ‘deep’ homology binding the early stages of language acquisition in humans to much more ancient forms of more general motor learning in all bilaterian animals (Bolhuis, Okanoya, & Scharff, 2010; Scharff & Petri, 2011). Current evidence is thus consistent with the hypothesis that there is an operant process at the root of early language acquisition and that this process is an evolutionary conserved motor learning component, comprising PKC, FoxP and likely many as yet unknown genes.

**Operant learning**

While our findings are by no means the only ones challenging one of Chomsky’s many intellectual contributions, they equally do not invalidate all of his many criticisms brought forth in his review of “Verbal Behavior”. In fact, the mechanism by which we acquire language is, of course, inborn and in the case of humans, that particular form of motor learning may well be specialized for language in a way it is in no other animal. However, the historical tensions between those who see themselves aligned with one or the other side of the cognitive divide still run deep. Maybe it is therefore not too surprising that there was some initial resistance to the implications of our discovery. Perhaps the kind of attachment to one side of a historically entrenched intellectual debate is best exemplified by the prosaic comments of one of our reviewers: “the data are made to bear the weight of an elaborate hypothesis, and they are literally crushed by it, like a tiny matchstick house beneath a bowling ball”. About 2.5 years later, in 2014, our discovery was finally formally published, seven years after Troy and I discussed FoxP in Vancouver (Mendoza et al., 2014). Soon after, it was discovered that mice with humanized versions of their FOXP2 genes also showed subtle alterations in several forms of motor learning (Schreibweis et al., 2014). PKC and FoxP are indeed components of an operant motor learning mechanism that appears to be conserved throughout bilaterian evolution. Now we just have to find the other components and sort them in the right order.

**A short tribute to professor T**

By Scott Waddell

Troy Zars was my contemporary in the field and a very dear friend. Funnily enough with working on memory, I cannot remember when I first met him. It was either the 2000 Biennial European Fly Neurobiology Conference, aka Neurofly, in Alicante, or when he hosted me with Martin Heisenberg in Würzburg that same year. In Alicante we both had such cool stories and spoke in the same session. I remember chatting beforehand and that we were both nervous as hell. Troy had used GAL4 UAS to rescue associative short-term olfactory memory by re-establishing rutabaga expression in the mushroom bodies of mutant flies and I had used it in my studies of amnesiac with Chip Quinn. That seemed really cool back then, we were both thrilled, but it sounds very blasé now.

However, Troy (Sean McGuire and Josh Dubnau) and I were also starting to use Toshi Kitamoto’s UAS-Shibire⁴¹ transgene in our studies of fly memory. When Troy hosted me in Würzburg I remember chatting with him, Bertram Gerber and Martin Heisenberg about how region-specific rescue of memory mutants, and blocking output from these same neurons could be used to locate ‘memory engrams’. This was a formative trip. I got to know Troy better and I’d never met Martin Heisenberg before. When sitting down to talk to Martin he said ‘Don’t tell me anything you wish me to keep a secret’. I have always been terrible at keeping secrets so I told him everything I knew! I had already told Troy anyway. I am delighted to realize, when reading other articles in this issue, that this Würzburg trip is the source of a Troy legend. Troy was a marvelous host and he drove us (myself and Doug Guarneri, a college buddy of Troy’s and in those days a postdoc studying alcoholism with Ulrike Heberlein), I think to the Mieckskeller of the Familie Scheckenbach in Sulzfeld am Main, to sample the regionally famous Meterbratwurst – as it sounds a
metre long sausage with Sauerkraut and Knödel - for lunch. Needless to say this was a task and Doug and myself did not have Troy’s stamina. So he ate the remainder of ours too and then delighted all afternoon in ridiculing our meager efforts. I swear I would have made it if I had left the Knödel alone! We returned to Troy’s place, cracked a few beers, grilled more food and hung out with his family, Melissa and the boys Ethan and Ben. I remember making tents and chasing those two around. Würzburg became an almost yearly pilgrimage for me. Although I missed Troy in Würzburg when he moved on to start his own group, I vividly remember being together for Neurofly in Würzburg in 2008.

We started our independent groups almost simultaneously. Troy in Missouri and myself at UMass Medical School. As soon as I could I invited Troy up to Worcester, Massachusetts to give a seminar and managed to time it perfectly so that he was the guest of honor at my first lab Christmas party. Again, legends were made: I instigated a lab Jenga competition played with toes and I learned years later that it had become a Zars’ family tradition. We exchanged Secret Santa gifts, Troy’s was Mr. T (aka B. A. Baracus), soap on a rope. He proudly wore it around his neck all evening (Figure 1).

I hung out with Troy whenever I could, at meetings in Houston, Roscoff, D.C., and fairly recently at Learning and Memory: A Synthesis of Bees and Flies, a meeting he organized with Dorothea Eisenhardt and Martin Giurfa at HHMI Janelia Research Campus. If I was not at a meeting, he hung out with people from my lab. In 2018 Troy had invited me to talk at Mizzou. However, a couple of months beforehand he emailed to ask if he could call me. He wanted to tell me that he had cancelled my trip because he had realized it overlapped with SfN and so there would not be enough neuroscientists to justify it! I protested that I was only coming to see him. However, he also told me he was ill, and he insisted that we reschedule my trip for Spring 2019. Knowing that my seminar was delayed and Troy was not well, I asked Melissa if I could come and make a surprise visit just before Christmas. Melissa and I secretly planned the trip and luckily the stars aligned. Troy returned home from hospital the afternoon I arrived. I can see him now, he was totally shocked as I walked into the front room, ‘wha, wha, what the hell are you doing here!? ’ I spent a couple of days with Troy, Melissa, Ethan, Ben, and Troy’s youngest son Jonathon who I met for the first time. Sometimes in life we make good decisions. This trip is one of mine. Troy passed less than a week later.

I honored Troy’s invitation to Mizzou early in 2019. My talk was the hardest I have ever had to deliver. I had hoped he would be in the front row heckling me, but it had become the Troy Zars Memorial Lecture. The family, Troy’s favorite colleagues, and friends of mine and Troy’s from St. Louis were there. Ironically, I spoke about our recent work, led by Johannes Felsenberg, on memory extinction. I had spoken to Troy about extinction in 2000 in Würzburg and about his article with Martin Schwaerzel et al. (2002) on extinction at Christmas 2002 in Massachusetts. In the last paragraph of Felsenberg et al. (2018) I wrote about Troy’s model for extinction that he had proposed in Schwaerzel et al. (2002). We had talked, argued and laughed about that in 2018 in his living room in Missouri.

Scott Waddell. Centre for Neural Circuits and Behaviour, University of Oxford, United Kingdom. scott.waddell@cncb.ox.ac.uk

“Do it all”: approaches to understand place learning and memory formation in the Zars lab

By Aditi Mishra, Abigail Kehrer and Angelynn Simenson

Neuroscientists are an amazing group of researchers who often rely on tried and tested approaches to build a consistent model, while simultaneously developing and using emerging technologies to design new assays to push the boundaries of our knowledge. Our late mentor Professor Troy D. Zars (fondly, Troy) believed that the greatest questions could be answered by taking some necessary risks. Under his tutelage, the three of us learnt the importance of interdisciplinary research. During our initial interactions with Troy, he made it clear that we worked “with” him and not “for” him. Troy fostered a welcoming
environment that made the Zars lab a very happy place to be in. Hence, in this article we have referred to the Zars lab as “our lab”. It is a brief summary of the work that was ongoing in our lab at the time of his passing and not meant to be a thorough and comprehensive review of the rationale and body of work these ideas were based on. Rather, it is an insight into how Troy operated under a “Do it all” philosophy that encompasses the interdisciplinary spirit of his work.

Our lab had a primary focus on place learning and memory using the heat box paradigm. We utilized the existing strengths of Drosophila genetics and transgenic manipulation, molecular biology, and imaging, and brought to it emerging technologies in thermogenetics, single-cell molecular biology, and connectomics. Our long-term goal was to decipher the functional neural circuitry underlying learning and memory. In the heat box paradigm of place learning, an individual fly’s own behavior changes the environment toward positive or negative experiences through operant conditioning. Specifically, heat punishment results as a consequence of the fly crossing an arbitrary midline to the designated “heat-associated side” of the chamber and only ceases when the fly crosses back across the midline to the “cool-associated side” (Supplementary Figure 1). During and after training each fly chooses which side of the chamber it prefers to occupy. The proportion of time spent in either side of the chamber is calculated and compiled into a Performance Index (PI). The PI during a training session provides insight into a fly’s learning during the experiment. In our lab, we used the heat box extensively to investigate place learning and memory in wild-type and mutant flies, and flies representing human disease models. When faced with a crossroads of where to direct our scientific efforts, Troy would offer us a simple solution: “Do it all”.

There were four major projects that dominated our lab meetings between 2015 and 2018: development of novel thermogenetic tools, deciphering the role of dopamine neurons and of dopamine signalling in place learning and memory, determining bases of learning deficits in a fly model of classic galactosemia, and uncovering the genetic components of place learning and memory with quantitative genetics. Since the latter is reviewed in an accompanying paper in this issue (Williams-Simon et al.), we focus our discussion on the rationale and approaches pertaining to the first three projects. The three of us either led or were deeply involved in the running these projects. We have tried to convey Troy’s ideas and scientific rigour by providing examples of our experimental design, of some remaining questions and of possible future research directions.

**Deciphering the role of biogenic amine systems in place learning and memory**

A large body of work has established that biogenic amine systems play a crucial role in modulating functional connections between neurons that contribute to learning and memory in a number of animals, including humans (Meneses & Liy-Salmeron, 2012; Puig et al., 2014). The neural effects of biogenic amine systems on learning, memory, and social behavior in insects have been extensively studied. For example, in bees, dopamine, serotonin, and octopamine systems modulate different aspects of the formation and retrieval of conditioned behavior in a proboscis extension reflex assay (Hammer & Menzel, 1998; Mercer & Menzel, 1982), and regulate social behavior (Schulz & Robinson, 1999; Wagener-Hulme, Kuehn, Schulz, & Robinson, 1999). When Troy started his lab in 2002 at the University of Missouri-Columbia, several studies had documented roles for biogenic amine systems in Drosophila olfactory learning and memory (a classical conditioning procedure) and in courtship learning (an operant conditioning procedure) (Neckameyer, 1998; Tempel, Livingstonet, & Quinn, 1984; Vaysse, Galissié, & Corbière, 1988). At that time, experiments had implicated dopamine and synaptic transmission from dopaminergic neurons as being a critical signal for aversive olfactory learning, while octopamine and the neurons releasing it were considered to be important for appetitive learning (Aso et al., 2010; Aso et al., 2012; Schroll et al., 2006; Schwaerzel et al., 2003). There was however a dearth of literature investigating the role of these biogenic amines and of the neurons producing them in spatial learning and memory in fruit flies (Liu, Wolf, Ernst, & Heisenberg, 1999; Wolf et al., 1998) – and indeed the serotonin system was completely neglected. With this Troy built his niche using the heat box paradigm (Wustmann & Heisenberg, 1997; Zars, Wolf, et al., 2000) to delve into understanding the neurobiological basis of place learning and memory and to address possible roles for dopamine, octopamine and serotonin systems.

Initially, our experiments combined pharmacological and genetic approaches with behavioral assays to identify functionally relevant clusters of biogenic amine producing neurons. We found the serotonin system to be necessary for place learning and memory, but that dopamine and octopamine systems were not essential (Sitaraman et al., 2008; Sitaraman, Zars, & Zars, 2010). These studies targeted dopaminergic neurons using TH-Gal4. However, it later became apparent that TH-Gal4 does not express in all dopaminergic neurons and that it excludes the protocerebral anterior medial (PAM) cluster, which features neurons that are now known to reinforce appetitive olfactory memory (Burke et al., 2012; Liu et al., 2012). PAM dopaminergic neurons include neurons that confer gustatory reinforcement with sugar rewards (Burke et al., 2012) in addition to others that encode nutrient value (Huetteroth et al., 2015; Yamagata et al., 2015). In contrast, TH-GAL4 expresses in other dopaminergic neurons that reinforce aversive memory using punishment such as electric shock or bitter tasting compounds (Aso et al., 2010; Claridge-Chang et al., 2009; Das et al., 2014). Following the “discovery” of the role of PAM dopaminergic neurons for appetitive memory formation, we were determined to re-evaluate our notion regarding the contribution of signalling from dopaminergic neurons, and pin down the role of signalling from subsets of dopaminergic neurons...
in place learning and memory formation, starting with the PAM cluster. Using our newly developed thermogenetic tools (Mishra et al., 2018, see below), we have been activating subsets of dopaminergic neurons with transgenically expressed Gr28bD to determine their contributions to place learning and memory (see Mishra et al., this issue). In addition, instead of using a combination of Ddc-Gal4 and TH-Gal80 to restrict transgene expression to serotonergic neurons, we conducted experiments to assess the importance of specific serotonergic neurons. We still do not know whether distinct or overlapping neural pathways are modulated by biogenic amine systems in place learning and memory. More recently we were pursuing the notion that signalling from dopaminergic and serotonergic neurons interacts to modulate place learning and memory.

**Development of new thermogenetic tools**

The dissection of neural circuitry that underlies specific animal behaviors has been revolutionized by the development of genetically-encoded tools to manipulate neuronal function. These tools include those that rely on light (optogenetics) and temperature (thermogenetics). The heat-box paradigm uses “heat” as the punishment. Hence, it seemed logical for us to use temperature sensitive tools to alter the properties of neurons during the place learning assays. Since their discovery in the late 1990s (Caterina et al., 1997), thermogenetic stimulation with temperature sensitive Transient receptor channel (Trp) proteins has been used to activate neurons. In flies, thermogenetic tools allow for extrinsic activation of neurons without any invasive procedures, thus aiding in understanding the links between neural circuitry and behavior in freely moving animal. However, certain caveats of existing thermogenetic tools constrain their utility. First there are only a few temperature sensitive proteins that are used as thermogenetic tools (Bernstein, Garrity, & Boyden, 2012; Oswald, Lin, & Waddell, 2015). Other than a small number of Trp proteins, specifically TrpA1 and TrpM8, most other Trps activate outside the physiological range of model organisms and preparations (Bernstein et al., 2012; Hamada et al., 2008; Hoffstaetter, Bagriantsev, Gracheva, et al., 2018; Peabody et al., 2009; Story et al., 2003). Second, Trp channels respond to changes in voltage as well as temperature which warrants additional controls during experiments (Brauchi & Orio, 2011; Nilius et al., 2005). Further, *Shibire* 

**Inspecting place learning and memory in a fly model of classic galactosemia**

Several experiments in our lab were centred around the question of: “are there alterations in gene expression or neuronal structure that are specific or exclusive to place learning and memory?”. We aimed to use single-cell sequencing to identify possible changes in gene expression that accompany behavior. Recently, single-cell sequencing has been used to catalog gene expression in neural subtypes in the fly brain (Croset, Treiber, & Waddell, 2018; Davie et al., 2018; Konstantinides et al., 2018; Li et al., 2017). These studies identified the different classes of monoaminergic neurons and many neurons that express specific biogenic amine receptors (Croset et al., 2018). This seems like an exciting approach to apply to studies of place learning using the heat-box, especially if neuronal gene expression signatures can be matched to available connectomes (Franconville, Beron, & Jayaraman, 2018; Huang et al., 2019; Shih et al., 2015; Zheng et al., 2018).

Between 2016 and 2018, a goal of our lab was to apply the most up-to-date 10x genomic single-cell approach to identify monoaminergic cells that modulate place learning and memory. Troy’s approach towards this goal was fairly unconventional. Instead of just using mutant and transgenic fly strains that alter biogenic amine systems, he motivated us to understand how changes in biogenic amine production or use might fit into a bigger picture of developmental disorders. Hence, our lab made fly models of classic galactosemia (“GALT-mutants” from here on), a hereditary disorder characterized by loss of function of the GALT enzyme (Coelho, Rubio-Gozalbo, Vicente, & Rivera, 2017). We used the CRISPR/Cas9 approach to create small deletions in the GALT locus, and isolated two fly strains, each with a
different loss of function allele (manuscript in preparation). In human beings, loss of function of the GALT protein limits the conversion of galactose to its functional metabolites, glucose-1-phosphate and uridine diphosphate-galactose. Under normal conditions these metabolites are absorbed in other metabolic pathways (e.g. glycolysis) or used in glycosylation reactions. However, loss of GALT function results in accumulation of galactose and an intermediate metabolite resulting in cognitive disorders, gonadal dysfunction in females, impaired executive functions, and disrupted learning and memory (Bosch, 2011; Kushner et al., 2010; Rubio-Gozalbo et al., 2019). For those affected, treatment is often limited to dietary restriction of galactose and lactose. As the GALT gene is highly conserved and the GALT protein performs the same function in flies as in humans, the GALT-mutant flies serve as an excellent model to decipher whether specific brain regions are disrupted in galactosemia. In collaboration with the Fridovich-Keil lab (Emory University), a considerable portion of our effort was directed towards determining how place learning and memory, and courtship behaviors were affected in the GALT-mutant flies. We aimed to use the 10x genomics to sequence the single-cell transcriptomes from the GALT-mutant fly brains. We also planned to analyse their neuronal architecture using electron microscopy and compare the structure with that of the recent fly connectome. We were enthusiastic about identifying brain regions, specific neurons, synaptic partners and deciphering the minute details of neurons – axon length, synaptic architecture and number - that affected place learning and memory. A longer-term objective was to apply this knowledge to generate a genetic or pharmaceutical rescue model for classic galactosemia.

In the short term, we are investigating learning and memory formation in the GALT-mutant larval Drosophila. A seminal study from the Fridovich-Keil lab had found that the GALT deficient larval Drosophila created by imprecise excision of a P-element in the GALT locus do not survive to pupation upon exposure to galactose in early larval stages (Kushner et al., 2010). This prompted us to examine whether learning and memory deficits manifest in early developmental stages in GALT-mutant flies. Our preliminary results indicate a deficit in olfactory memory formation in GALT-mutant larval Drosophila. Currently, we are verifying our findings while simultaneously expressing the human GALT transgene in the GALT-mutant larvae to potentially rescue the observed memory deficit (manuscript in preparation).

Conclusion

Troy’s approaches towards scientific questions were forward-thinking and fearless. His “do it all” philosophy encouraged us to constantly challenge the relevance of our questions and experiments and to construct and recite a story from good science. While the projects described here might seem disconnected, Troy’s varied strategies from mutants to disease models and tool development were strategically designed to solve the puzzle of understanding place learning and memory (Supplementary Figure 2). It is difficult for a person to be an expert on everything. Troy collaborated extensively with other scientists including biophysicists, geneticists, and other neuroscientists to dig deeper into the genetic and neural basis of learning and memory. Through his words and his actions, he showed us that it is essential for a scientist to be open minded and have the wisdom to appreciate others’ skills. Beyond his excitement for the science, he cared about his student’s well-being, growth and success. He would always ask how we were doing, what we were doing outside the lab to further our career and suggest and encourage us to pursue opportunities that would contribute to our success. In these and many more ways, Troy was a phenomenal mentor to have, and helped shape us into stronger, and more confident scientists. He taught through example that the path to success required resilience and determination. He had one of the most brilliant scientific minds we have ever met and learning from him was a true privilege. We will forever miss his deep chuckles and countless stories about his post-doctoral time in Germany. This world lost a truly wonderful individual with Troy’s passing, but his ideas, teachings, and legacies will live on for many years to come. Working with Troy was a memorable adventure.
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